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Abstract

This paper introduces calibrated representations for affine Hecke algebras and classifies and
constructs all finite-dimensional irreducible calibrated representations. The primary technique is
to provide indexing sets for controlling the weight space structure of finite-dimensional modules
for the affine Hecke algebra. Using these indexing sets we show that (1) irreducible calibrated
representations are indexed by skew local regions, (2) the dimension of an irreducible calibrated
representation is the number of chambers in the local region, (3) each irreducible calibrated
representation is constructed explicitly by formulas which describe the action of the generators
of the affine Hecke algebra on a specific basis in the representation space. The indexing sets for
weight spaces are generalizations of standard Young tableaux and the construction of the irreducible
calibrated affine Hecke algebra modules is a generalization of A. Young’s seminormal construction
of the irreducible representations of the symmetric group. In this sense Young’s construction has
been generalized to arbitrary Lie type.
 2003 Elsevier Science (USA). All rights reserved.

0. Introduction

The classical representation theory of the symmetric group, as developed by G. Frobe-
nius and A. Young [47,48], has the following features:
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(a) The irreducible representationsSλ of the symmetric groupSn are indexed by partitions
λ with n boxes.

(b) The dimension ofSλ is the number of standard tableaux of shapeλ.
(c) TheSn-module has an elegant explicit construction:Sλ is the span of a basis{vT }

parametrized by standard tableauxT and the action of each generator ofSn is given
by a simple formula,

sivT = 1

c(T (i))− c(T (i + 1))
vT +
(

1+ 1

c(T (i))− c(T (i + 1))

)
vsiT .

In this paper we prove analogous results for representations of affine Hecke algebras.

(A) The irreducible calibrated representations̃H(t,J ) of the affine Hecke algebrãH are
indexed by skew local regions(t, J ).

(B) The dimension of̃H(t,J ) is the number of chambers in the local region(t, J ).
(C) The H̃ -moduleH̃ (t,J ) has an elegant explicit construction:̃H(t,J ) is the span of a

basis{vw |w ∈F (t,J )} parametrized by chambers in the local region and the action of
each generator of̃H is given by a simple formula,

Xλvw = q〈λ,wγ 〉vw, Tivw = q − q−1

1− t (Xw−1αi )
+
(
q−1+ q − q−1

1− t (Xw−1αi )

)
vsiw.

In fact, the classical theory of standard Young tableaux and partitions is a special case of
our theory of chambers and local regions; this is proved in Sections 5 and 6 of this paper.
Section 1 serves to fix notations and fundamental data in the form which will need it. The
bulk of this material can be found in [6, Chapitres IV–VI] and Steinberg’s Yale Lecture
Notes [40]. Two known results which are included in Section 1 are:

(a) the determination of the center of the affine Hecke algebra, and
(b) the Pittie–Steinberg theorem, which provides a nice basis for the affine Hecke algebra

over its center.

In each case we have given an elementary proof, which, hopefully, illustrates the beautiful
simplicity of these powerful results. Section 2 treats the notion of weight spaces for affine
Hecke algebra representations and shows how certain combinatorially defined indexing
setsF (t,J ) give explicit information about the weight space structure of affine Hecke
algebra modules. Section 3 classifies and constructs all irreducible calibrated affine Hecke
algebra modules (for anyq such thatq2 
= ±1, including roots of unity). Section 4 gives
the main results about the structure of the labeling setsF (t,J ) and defines a conjugation
involution on them. Sections 5 and 6 show that the classical theory of standard Young
tableaux is very special case of the analysis of the combinatorial structure of the setsF (t,J ).
Section 7 works out the generalized standard Young tableaux in the type A, root of unity
case. The resulting objects are�-periodic standard Young tableaux. Section 8 describes
how the generalized standard Young tableaux look in the type C, nonroot of unity case.
In this case the objects are negative rotationally symmetric standard Young tableaux. It
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should not be difficult to work out similar explicit tableaux in terms of fillings of boxes in
the other classical types.

Let us put these results into perspective.

(1) p-adic groups and affine Hecke algebras.

The affine Hecke algebra was introduced by Iwahori and Matsumoto [11] as a tool
for studying the representations of ap-adic Lie group. In some sense, all irreducible
principal series representations of thep-adic group can be determined by classifying
the representations of the corresponding affine Hecke algebra. Kazhdan and Lusztig
[14] (see also [8]) gave a geometric classification of all irreducible representations of
the affine Hecke algebra. This classification is aq-analogue of Springer’s construction
of the irreducible representations of the Weyl group on the cohomology of unipotent
varieties. In theq-case, K-theory takes the place of cohomology and the irreducible
representations of the affine Hecke algebra are constructed as quotients of the K-theory
of the Steinberg varieties. It is difficult to obtain combinatorial information from
this geometric construction. So the combinatorial approach in this paper gives new
information.

(2) The theory of Young tableaux.

The word “Young tableau” is commonly used for three very different objects in
representation theory:

(1a) partitionswith n boxes, which index representations of the symmetric groupSn,
(1b) partitions with� n rows, which index the polynomial representations ofGLn(C),
(2) standard tableaux, which label the basis elements of an irreducible representation of

Sn,
(3) column strict tableaux, which label the basis elements of an irreducible polynomial

representation ofGLn(C).

The partitions in (1b) were generalized to all Lie types by H. Weyl in 1926, who showed
that finite-dimensional irreducible representations of compact Lie groups are indexed by
the dominant integral weights. There was much important work generalizing the column
strict tableaux in (3) to other Lie types, for a survey of this work see [43]. The problem of
generalizing the column strict tableaux in (3) toall Lie types was finally solved by the path
model of Littelmann [20,21]. This paper provides a generalization of the partitions of (1a)
and the standard tableaux of (2) which are valid forall Lie types. For important earlier
work in this direction see [24, I Appendix B], Hoefsmit [10], and Ariki and Koike [1].

This paper is a revised, expanded, and updated version of the preprints [28,29]. The orig-
inal preprints will not be published since the results there are contained in and expanded
in this paper. Those preprints will remain available at http://www.math.wisc.edu/∼ram/
preprints.html.
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1. The affine Hecke algebra

Though we shall never really use the data(G,B,T ) it is conceptually useful to note
that there is an affine Hecke algebra associated to each triple(G⊇ B ⊇ T ) where

• G is a connected reductive complex algebraic group,
• B is a Borel subgroup,
• T is a maximal torus.

An example of this data is whenG = GLn(C), B is the subgroup of upper triangular
invertible matrices, andT is the subgroup of invertible diagonal matrices.

The reason that we can avoid the data(G⊇ B ⊇ T ) is that it is equivalent to different
data(W,C,L) where

• W is a finite real reflection group with reflection representationh∗
R

,
• C is a fixed fundamental chamber for theW -action,
• L is aW -invariant lattice inh∗

R
.

This will be our basic data. In the example whereG=GLn(C) andB andT are the upper
triangular and diagonal matrices, respectively,

W = Sn, h∗
R
=R

n =
n∑

i=1

Rεi, C =
{
µ=

n∑
i=1

µiεi

∣∣∣∣ µ1 � · · ·� µn

}
,

L=
n∑

i=1

Zεi, (1.1)

whereW = Sn is the symmetric group, acting onh∗
R
= Rn by permuting the orthonormal

basisε1, . . . , εn. This example will be treated in depth in Sections 5–7. We shall show that
the labeling setsF (t,J ) for weight spaces of affine Hecke algebra representations that are
introduced in (2.18) and Corollary 2.19 and used for the classification in Theorem 3.6 are
generalizations of standard Young tableaux.

The componentsW andL in the data(W,C,L) are obtained from(G⊇ B ⊇ T ) by

W =N(T )/T , X= Hom(T ,C∗)= {Xλ
∣∣ λ ∈L},

whereN(T ) is the normalizer ofT in G and Hom(T ,C∗) is the set of algebraic group
homomorphisms fromT to C∗. The notation is designed so that the multiplication in the
groupX is

XλXµ =Xλ+µ =XµXλ, for µ,λ ∈ L, (1.2)

see [7, III Section 8]. The reflection (or defining) representation of the groupW is given
by its action onh∗

R
=R⊗Z L∼=Rn and with respect to aW -invariant inner product〈 , 〉 on

h∗
R

the groupW is generated by reflectionssα in the hyperplanes
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Hα =
{
x ∈ h∗

R

∣∣ 〈x,α〉 = 0
}
, α ∈ R+. (1.3)

See the picture which appears just before Theorem 1.17. Thechambersare the connected
components ofh∗

R
− (
⋃

α∈R+Hα) and these are the fundamental regions for the action of
W onh∗

R
. Fixing a choice of a fundamental chamberC corresponds to the choice of the set

R+ of positive roots, which corresponds to the choice ofB in G.
In our formulation we may view the setR+ as a labeling set for the reflecting

hyperplanesHα in h∗
R

and

C = {x ∈ h∗
R

∣∣ 〈x,α〉> 0 for all α ∈R+}. (1.4)

For a rootα ∈ R, the positive sideof the hyperplaneHα is the side towardsC, i.e.,
{λ ∈ h∗

R
| 〈λ,α〉> 0}, and thenegative sideof Hα is the side away fromC.

Forw ∈W , theinversion setof W is

R(w)= {α ∈ R+ |wα ∈R−}, (1.5)

whereR− =−R+. There is a bijection

W ↔ {fundamental chambers forW acting onh∗
R

}
,

w �→ w−1C (1.6)

and the chamberw−1C is the unique chamber which is on the positive side ofHα for
α /∈R(w) and on the negative side ofHα for α ∈ R(w).

Thesimple rootsα1, . . . , αn in R+ index the wallsHαi of the fundamental chamberC
and the corresponding reflectionss1, . . . , sn generateW . In fact,W can be presented by
generatorss1, s2, . . . , sn and relations

s2
i = 1, for 1 � i � n,

sisj si · · ·︸ ︷︷ ︸
mij factors

= sj sisj · · ·︸ ︷︷ ︸
mij factors

, for i 
= j , (1.7)

where the (acute) angleπ/mij between the hyperplanesHαi and Hαj determines the
valuemij .

Fix q ∈ C∗ with q2 
= ±1. TheIwahori–Hecke algebraH associated to(W,C) is the
associative algebra overC defined by generatorsT1, T2, . . . , Tn and relations

T 2
i =
(
q − q−1

)
Ti + 1, for 1 � i � n,

TiTjTi · · ·︸ ︷︷ ︸
mij factors

= TjTiTj · · ·︸ ︷︷ ︸
mij factors

, for i 
= j , (1.8)

wheremij are the same as in the presentation ofW . For w ∈ W defineTw = Ti1 · · ·Tip
where si1 · · · sip = w is a reduced expression forw. By [6, Chapter IV, Section 2
Exercise 23], the elementTw does not depend on the choice of the reduced expression.
The algebraH has dimension|W | and the set{Tw}w∈W is a basis ofH .
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Theaffine Hecke algebrãH associated to(W,C,L) algebra given by

H̃ =C-span
{
TwX

λ
∣∣w ∈W, Xλ ∈X} (1.9)

where the multiplication of theTw is as in the Iwahori–Hecke algebraH , the multiplication
of theXλ is as in (1.2) and we impose the relation

XλTi = TiX
siλ + (q − q−1)Xλ −Xsiλ

1−X−αi
, for 1 � i � n andXλ ∈X. (1.10)

This formulation of the definition of̃H is due to Lusztig [23] following work of Bernstein
and Zelevinsky. The elementsTwXλ, w ∈W , Xλ ∈X, form a basis of̃H .

The group algebra ofX,

C[X] =C-span
{
Xλ
∣∣ λ ∈ L}, (1.11)

is a subalgebra of̃H with aW -action obtained by linearly extending theW -action onX,

wXλ =Xwλ, for w ∈W , Xλ ∈X. (1.12)

Theorem 1.13 (Bernstein, Zelevinsky, Lusztig [23, 8.1]).The center ofH̃ is C[X]W =
{f ∈C[X] |wf = f for all w ∈W }.

Proof. Assume

z=
∑

λ∈L,w∈W
cλ,wX

λTw ∈ Z
(
H̃
)
.

Letm ∈W be maximal in Bruhat order subject tocγ,m 
= 0 for someγ ∈L. If m 
= 1 there
exists a dominantµ ∈ L such thatcγ+µ−mµ,m = 0 (otherwisecγ+µ−mµ,m 
= 0 for every
dominantµ ∈L, which is impossible sincez is a finite linear combination ofXλTw). Since
z ∈ Z(H̃ ) we have

z=X−µzXµ =
∑

λ∈L, w∈W
cλ,wX

λ−µTwXµ.

Repeated use of the relation (1.10) yields

TwX
µ =

∑
ν∈L, v∈W

dν,vX
νTv

wheredν,v are constants such thatdwµ,w = 1, dν,w = 0 for ν 
= wµ, anddν,v = 0 unless
v � w. So

z=
∑

λ∈L, w∈W
cλ,wX

λTw =
∑

λ∈L, w∈W

∑
ν∈L, v∈W

cλ,wdν,vX
λ−µ+νTv
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and comparing the coefficients ofXγ Tm gives cγ,m = cγ+µ−mµ,mdmµ,m. Since
cγ+µ−mµ,m = 0 it follows thatcγ,m = 0, which is a contradiction. Hencez=∑λ∈L cλXλ ∈
C[X].

The relation (1.10) gives

zTi = Tiz= (siz)Ti +
(
q − q−1)z′

where z′ ∈ C[X]. Comparing coefficients ofXλ on both sides yieldsz′ = 0. Hence
zTi = (siz)Ti , and thereforez= siz for 1� i � n. Soz ∈C[X]W . ✷

It is often convenient to assume thatW acts irreducibly onh∗
R

and that the latticeL is
the weight lattice

P = {x ∈ h∗
R

∣∣ 〈x,α〉 ∈ Z for all α ∈ R+}= n∑
i=1

Zωi, (1.14)

where thefundamental weightsare the elementsω1, . . . ,ωn of Rn given by

〈
ωi,α

∨
j

〉= δij , whereα∨i =
2αi
〈αi ,αi〉 (1.15)

andδij is the Kronecker delta. Many facts are easier to state in this case and the general case
can always be reduced to this one. We will make some further remarks on this reduction at
the end of this section.

Consider the connected regions of the negativeShi arrangementA− [2,33–35,38,39],
i.e., the arrangement of (affine) hyperplanes given by

Fig. 1.
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A− = {Hα, Hα−δ | α ∈R+}
where Hα =

{
x ∈R

n
∣∣ 〈x,α〉 = 0

}
, Hα−δ =

{
x ∈R

n
∣∣ 〈x,α〉 = −1

}
. (1.16)

Each chamberw−1C, w ∈ W , contains a unique region ofA− which is a cone, and the
vertex of this cone is the pointλw which appears in the following theorem.

Theorem 1.17 [42]. Suppose thatW acts irreducibly onh∗
R

and thatX = {Xλ | λ ∈ P }
whereP is the weight lattice. The algebraC[X] is a freeC[X]W -module with

basis
{
Xλw
∣∣w ∈W}, whereλw =w−1

( ∑
siw<w

ωi

)
.

Proof. The proof is accomplished by establishing three facts:

(a) Let fy , y ∈ W , be a family of elements ofZ[X]. Then det(zfy) is divisible by∏
α∈R+(Xα − 1)|W |/2.

(b) det
(
zXλy
)
z,y∈W =

∏
α>0(1−Xα)|W |/2.

(c) If f ∈ Z[X] then there is a unique solution to the equation∑
w∈W

awX
λw = f, with aw ∈ Z[X]W .

(a) For eachα ∈ R+ subtract rowzfy from row sαzfy . Then this row is divisible by
(1− X−α). Since there are|W |/2 pairs of rows(zfy, sαzfy) the whole determinant is
divisible by (1− X−α)|W |/2. For α,β ∈ R+ the factors(1− X−α) and (1− X−β) are
coprime, and so det(zfy) is divisible by

∏
α∈R+(1−X−α)|W |/2. This product and the

product in the statement of (a) differ by the unit(X2ρ)|W |/2 in Z[X].
(b) By (a), det(zXλy ) is divisible by

∏
α∈R+(Xα − 1)|W |/2. The top coefficient of

det(zXλy ) is equal to

∏
z∈W

zXλz =
∏
z∈W

∏
i

si z<z

Xωi =
n∏

i=1

X(|W |/2)ωi = (Xρ)|W |/2,

and the top coefficient of
∏

α∈R+(Xα − 1)|W |/2 is (X2ρ)|W |/2.

(c) Assume thatay ∈ Z[X]W are solutions of the equation
∑

y∈W Xλyay = f . Act on
this equation by the elements ofW to obtain the system of|W | equations∑

y∈W

(
zXλy
)
ay = zf, z ∈W.

By (a) the matrix(zXλy )z,y∈W is invertible and so this system has a unique solution with
ay ∈ Z[X]W . In fact, theay can be obtained by Cramer’s rule. Cramer’s rule provides
an expression foray as a quotient of two determinants. By (a) and (b) the denominator
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divides the numerator to give an element ofZ[X]. Since each determinant is an alternating
function, the quotient is an element ofZ[X]W . ✷
Remark. In [42] Steinberg proves this type of result in full generality without the
assumptions thatW acts irreducibly onh∗

R
andL = P . Note also that the proof given

above is sketchy, particularly in the aspect that the top coefficient of the determinant is
what we have claimed it is. See [42] for a proper treatment of this point.

1.18. Deducing thẽHL representation theory from̃HP

It is often easier to work with the representation theory ofH̃ in the case whenL= P .
It is important to be able to convert from this case to the case of a general latticeL. If W
acts irreducibly onh∗

R
then the latticeL satisfies

Q⊆ L⊆ P, where P =
∑
i=1

Zωi and Q=
∑
i=1

Zαi

are the weight lattice and theroot lattice, respectively. The groupΩ = P/Q is a finite
group (either cyclic or isomorphic toZ/2Z × Z/2Z). It corresponds to the center of the
corresponding complex algebraic group. Let us denote the corresponding affine Hecke
algebras by

H̃Q ⊆ H̃L ⊆ H̃P ,

according which lattice is used to make the groupX.

Theorem 1.19 [30]. Then there is an action of the finite groupP/L on H̃P , by ring
automorphisms, such that

H̃L =
(
H̃P

)P/L = {h ∈ H̃P

∣∣ gh= h for all g ∈ P/L
}
,

is the subalgebra of fixed points under the action of the groupP/L.

This theorem is exactly what is needed to apply a (not very well known) version
of Clifford theory to completely classify the representations ofH̃L in terms of the
representations of̃HP , see [30].
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2. H̃ -modules

2.1. Weights

In view of the results in Section 1.18 we shall (for the remainder of this paper, except
Sections 5–7 where we use the data in (1.1)) assume thatL = P in the definition of the
groupX andH̃ , see (1.2), (1.9), and (1.14). The Weyl group acts on

T =Hom(X,C∗)= {group homomorphismst :X→C∗} by (wt)
(
Xλ
)= t
(
Xw−1λ

)
.

Let M be a finite dimensional̃H -module and lett ∈ T . The t-weight spaceand the
generalizedt-weight spaceof M are

Mt =
{
m ∈M ∣∣Xλm= t

(
Xλ
)
m for all Xλ ∈X} and

M
gen
t = {m ∈M ∣∣ for eachXλ ∈X,

(
Xλ − t

(
Xλ
))k

m= 0 for somek ∈ Z>0
}
,

respectively. Then

M =
⊕
t∈T

M
gen
t (2.2)

is a decomposition ofM into Jordan blocks for the action ofC[X], and we say thatt is
aweightof M if Mgen

t 
= 0. Note thatMgen
t 
= 0 if and only ifMt 
= 0. A finite-dimensional

H̃ -module

M is calibratedif Mgen
t =Mt , for all t ∈ T .

Remark. The term tame is sometimes used in place of the term calibrated particularly in
the context of representations of Yangians, see [26]. The word calibrated is preferable since
tame also has many other meanings in different parts of mathematics.

Let M be a simpleH̃ -module. As anX(T )-module,M contains a simple submodule
and this submodule must be one-dimensional since all irreducible representations of a
commutative algebra are one dimensional. Thus, a simple module always hasMt 
= 0 for
somet ∈ T .

2.3. Central characters

The Pittie–Steinberg theorem, Theorem 1.17, shows that, as vector spaces,

H̃ =H ⊗C[X] =H ⊗C[X]W ⊗K, whereK= C-span
{
Xλw
∣∣w ∈W},

andH is the Iwahori–Hecke algebra defined in (1.8). ThusH̃ is a free module overZ(H̃ )=
C[X]W of rank dim(H) · dim(K) = |W |2. By Dixmier’s version of Schur’s lemma (see
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[44, Lemma 0.5.1]),Z(H̃ ) acts on a simplẽH -module by scalars and so it follows that
every simpleH̃ -module is finite dimensional of dimension� |W |2. Theorem 2.12(d) below
will show that, in fact, the dimension of a simple module is� |W |.

LetM be a simpleH̃ -module. Thecentral characterof M is an elementt ∈ T such that

pm= t (p)m, for all m ∈M, p ∈C[X]W =Z
(
H̃
)
.

The elementt is only determined up to the action ofW sincet (p)=wt(p) for all w ∈W .
Because of this, any element of the orbitWt is referred to as thecentral characterof M.

BecauseP = L in the construction ofX, a theorem of Steinberg [41, 3.15, 4.2, 5.3] tells
us that the stabilizerWt of a pointt ∈ T under the action ofW is the reflection group

Wt =
〈
sα
∣∣ α ∈ Z(t)〉, whereZ(t)= {α ∈R+ ∣∣ t (Xα)= 1

}
.

Thus the orbitWt can be viewed in several different ways via the bijections

Wt↔W/Wt ↔
{
w ∈W ∣∣ R(w) ∩Z(t)= ∅}↔ {chambers on the positive

side ofHα for α ∈ Z(t)
}
, (2.4)

where the last bijection is the restriction of the map in (1.6). If the root systemZ(t) is
generated by the simple rootsαi that it contains thenWt is a parabolic subgroup ofW and
{w ∈W | R(w) ∩ Z(t)} is the set of minimal length coset representatives of the cosets in
W/Wt .

2.5. Principal series modules

For t ∈ T let Cvt be the one-dimensionalC[X]-module given by

Xλvt = t
(
Xλ
)
vt , for Xλ ∈X.

Theprincipal series representationM(t) is theH̃ -module defined by

M(t)= H̃ ⊗C[X] Cvt = IndH̃
C[X](Cvt ). (2.6)

The moduleM(t) has basis{Tw ⊗ vt |w ∈W } with H acting by left multiplication.

If w ∈W andXλ ∈X then the defining relation (1.10) for̃H implies that

Xλ(Tw ⊗ vt )= t
(
Xwλ
)
(Tw ⊗ vt )+

∑
u<w

au(Tu ⊗ vt ), (2.7)

where the sum is overu <w in the Bruhat–Chevalley order andau ∈C. LetWt = Stab(t)
be the stabilizer oft under theW -action. It follows from (2.7) that the eigenvalues ofX on
M(t) are of the formwt , w ∈W , and by counting the multiplicity of each eigenvalue we
have

M(t)=
⊕

wt∈Wt

M(t)
gen
wt where dim

(
M(t)

gen
wt

)= |Wt |, for all w ∈W . (2.8)
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In particular, ift is regular (i.e., whenWt is trivial), there is a unique basis{vwt |w ∈W }
of M(t) determined by

Xλvwt = (wt)
(
Xλ
)
vwt , for all w ∈W andλ ∈ P ,

vwt = Tw ⊗ vt +
∑
u<w

awu(t)(Tu ⊗ vt ), whereawu(t) ∈C. (2.9)

Let t ∈ T . Thespherical vectorin M(t) is

1t =
∑
w∈W

q�(w)Tw ⊗ vt . (2.10)

Up to multiplication by constants this is the unique vector inM(t) such thatTw1t = q�(w)1t
for all w ∈W . The following is due to Kato [12, Proposition 1.20 and Lemma 2.3].

Proposition 2.11. Let t ∈ T and letWt be the stabilizer oft under theW -action.

(a) If Wt = {1} andvwt , w ∈W is the basis ofM(t) defined in(2.9) then

1t =
∑
z∈W

t(cz), wherecz =
∏

α∈R(w0z)

q − q−1Xα

1−Xα
.

(b) The spherical vector1t generatesM(t) if and only ift (
∏

α∈R+(q−1− qXα)) 
= 0.
(c) The moduleM(t) is irreducible if and only if1wt generatesM(wt) for all w ∈W .

Proof. The proof is accomplished in exactly the same way as done for the graded Hecke
algebra in [17, Proposition 2.8]. The only changes which need to be made to [17] are

(1) UseTi(
∑

w∈W q�(w)Tw)= q(
∑

w∈W q�(w)Tw) and 1t = (
∑

w∈W q�(w)Tw)vt and the
τ -operators defined in Proposition 2.14 for the proof of (a). (We have included this
result in this section since it is really a result about the structure of principal series
modules. Though the proof uses theτ -operators, which we will define in the next
section, there is no logical gap here.)

(2) For the proof of (b) use the Steinberg basis{Xλy | y ∈ W } and the determinant
det(Xz−1λy ) from Theorem 1.17(b) in place of the basis{by | w ∈ W } and the
determinant used in [17].✷

Part (b) of the following theorem is due to Rogawski [32, Proposition 2.3] and part (c)
is due to Kato [12, Theorem 2.1]. Parts (a) and (d) are classical.

Theorem 2.12. Let t ∈ T andw ∈W and defineP(t)= {α ∈ R+ | t (Xα)= q±2}.

(a) If Wt = {1} thenM(t) is calibrated.
(b) M(t) andM(wt) have the same composition factors.
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(c) M(t) is irreducible if and only ifP(t)= ∅.
(d) If M is a simpleH̃ -module withMt 
= 0 thenM is a quotient ofM(t).

Proof. (a) follows from (2.8) and the definition of calibrated. Part (b) accomplished exactly
as in [17, Proposition 2.8] and (c) is a direct consequence of the definition ofP(t) and
Proposition 2.11.

(d) Letmt be a nonzero vector inMt . If vt is as in the construction ofM(t) in (2.6) then,
asC[X]-modules,Cmt

∼= Cvt . Thus, since induction is the adjoint functor to restriction
there is a uniquẽH -module homomorphism given by

φ :M(t) → M,

vt �→ mt.

This map is surjective sinceM is irreducible and soM is a quotient ofM(t). ✷
2.13. Theτ operators

The following proposition defines mapsτi :Mgen
t →M

gen
si t

on generalized weight spaces
of finite-dimensional̃H -modulesM. These are “local operators” and are only defined on
weight spacesMgen

t such thatt (Xαi ) 
= 1. In general,τi does not extend to an operator on
all of M.

Proposition 2.14. Fix i, let t ∈ T be such thatt (Xαi ) 
= 1 and letM be a finite-dimensional
H̃ -module. Define

τi :Mgen
t → M

gen
si t

,

m �→
(
Ti − q − q−1

1−X−αi

)
m.

(a) The mapτi :Mgen
t →M

gen
si t

is well defined.
(b) As operators onMgen

t , Xλτi = τiX
siλ, for all Xλ ∈X.

(c) As operators onMgen
t , τiτi = (q − q−1Xαi )(q − q−1X−αi )/((1−Xαi )(1−X−αi )).

(d) Both mapsτi :Mgen
t → M

gen
si t

and τi :Mgen
si t
→ M

gen
t are invertible if and only if

t (Xαi ) 
= q±2.
(e) Let 1 � i 
= j � n and letmij be as in(1.7). Then

τiτj τi · · ·︸ ︷︷ ︸
mij factors

= τj τiτi · · ·︸ ︷︷ ︸
mij factors

,

whenever both sides are well defined operators onM
gen
t .

Proof. (a) The elementXαi acts onMgen
t by t (Xαi ) times a unipotent transformation. As

an operator onMgen
t , 1−X−αi is invertible since it has determinant(1− t (X−αi ))d where
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d = dim(M
gen
t ). Since this determinant is nonzero(q − q−1)/(1−X−αi )= (q − q−1)×

(1−X−αi )−1 is a well defined operator onMgen
t . Thus the definition ofτi makes sense.

Since(q − q−1)/(1−X−αi ) is not an element of̃H or C[X] it should be viewed only
as an operator onMgen

t in calculations. With this in mind it is straightforward to use the
defining relation (1.10) to check that

Xλτim=Xλ

(
Ti − q − q−1

1−X−αi

)
m=
(
Ti − q − q−1

1−X−αi

)
Xsiλm= τiX

siλm and

τiτim=
(
Ti − q − q−1

1−X−αi

)(
Ti − q − q−1

1−X−αi

)
m= (q − q−1Xαi )(q − q−1X−αi )

(1−Xαi )(1−X−αi )
m,

for all m ∈Mgen
t andXλ ∈X. This proves (a)–(c).

(d) The operatorXαi acts onMgen
t ast (Xαi ) times a unipotent transformation. Similarly

for X−αi . Thus, as an operator onMgen
t det((q − q−1Xαi )(q − q−1X−αi ))= 0 if and only

if t (Xαi ) = q±2. Thus part (c) implies thatτiτi , and each factor in this composition, is
invertible if and only ift (Xαi ) 
= q±2.

(e) Lett ∈ T be regular. By part (a), the definition of theτi , and the uniqueness in (2.9),
the basis{vwt }w∈W of M(t) in (2.9) is given by

vwt = τwvt , (2.15)

whereτw = τi1 · · · τip for a reduced wordw = si1 · · · sip of w. Use the defining relation
(1.10) forH̃ to expand the product ofτi and compute

vw0t = · · · τiτj τi︸ ︷︷ ︸
mij factors

vt = · · ·TiTjTi︸ ︷︷ ︸
mij factors

vt +
∑
w<w0

TwPwvt = Tw0 ⊗ vt +
∑
w<w0

t (Pw)Tw ⊗ vt

= · · · τj τiτj︸ ︷︷ ︸
mij factors

vt = · · ·TjTiTj︸ ︷︷ ︸
mij factors

vt +
∑
w<w0

TwQwvt = Tw0 ⊗ vt +
∑
w<w0

t (Qw)Tw ⊗ vt

wherePw andQw are rational functions in theXλ. By the uniqueness in (2.9),t (Pw) =
aw0w(t)= t (Qw) for all w ∈W , w 
=w0. Since the values ofPw andQw coincide on all
generic pointst ∈ T it follows that

Pw =Qw for all w ∈W , w 
=w0. (2.16)

Thus,

· · ·τiτj τi︸ ︷︷ ︸
mij factors

= Tw0 +
∑
w<w0

TwPw = Tw0 +
∑
w<w0

TwQw = · · · τj τiτj︸ ︷︷ ︸
mij factors

,

whenever both sides are well defined operators onM
gen
t . ✷
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Let t ∈ T and recall that

Z(t)= {α ∈ R+ ∣∣ t (Xα)= 1
}

and P(t)= {α ∈R+ ∣∣ t (Xα)= q±2}. (2.17)

If J ⊆ P(t) define

F (t,J ) = {w ∈W ∣∣R(w) ∩Z(t)= ∅, R(w) ∩ P(t)= J
}
. (2.18)

We say that the pair(t, J ) is a local regionif F (t,J ) 
= ∅. Under the bijection (2.4) the set
F (t,J ) maps to the set of chambers whose union is the set of pointsx ∈ h∗

R
which are

(a) on the positive side of the hyperplanesHα for α ∈Z(t),
(b) on the positive side of the hyperplanesHα for α ∈ P(t)\J ,
(c) on the negative side of the hyperplanesHα for α ∈ J .

See the picture in Example 4.11(d). In this way the local region(t, J ) really does
correspond to a region inh∗

R
. This is a connected convex region inh∗

R
since it is cut out by

half spaces inh∗
R
∼= Rn. The elementsw ∈ F (t,J ) index thechambersw−1C in the local

regionand, asJ runs over the subsets ofP(t), the setsF (t,J ) form a partition of the set
{w ∈W |R(w) ∩Z(t)= ∅} (which, by (2.4), indexes the cosets inW/Wt ).

Corollary 2.19. Let M be a finite dimensional̃H -module. Lett ∈ T and letJ ⊆ P(t).
Then

dim
(
M

gen
wt

)= dim
(
M

gen
w′t
)
, for w,w′ ∈F (t,J ).

Proof. Supposew, siw ∈ F (t,J ). We may assume thatsiw > w. Thenα = w−1αi > 0,
α /∈ R(w) and α ∈ R(siw). Now, R(w) ∩ Z(t) = R(siw) ∩ Z(t) implies t (Xα) 
= 1,
andR(w) ∩ P(t) implies t (Xα) 
= q±2. Sincewt(Xαi ) = t (Xw−1αi ) = t (Xα) 
= 1 and
wt(Xαi ) 
= q±2, it follows from Proposition 2.14(d) that the mapτi :Mgen

wt →M
gen
siwt is well

defined and invertible. It remains to note that ifw,w′ ∈F (t,J ), thenw′ = si1 · · · si�w where
sik · · · si�w ∈F (t,J ) for all 1 � k � �. This follows from the fact thatF (t,J ) corresponds to
a connected convex region inh∗

R
. ✷

3. Classification of calibrated representations

For simple rootsαi and αj in R and letRij be the rank-two root subsystem ofR
generated byαi andαj . A weight t ∈ T is calibratableif, for every pairi, j , i 
= j , t is a
weight of a calibrated representation of the rank-two affine Hecke (sub)algebra generated
by Ti, Tj andC[X]. A local region

(t, J ) is skew if wt is calibratable for allw ∈F (t,J ).
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The classification of irreducible representations of rank-two affine Hecke algebras given
in [27] can be used to state this condition combinatorially. Specifically, a weightt ∈ T is
calibratableif

(a) for all simple rootsαi , 1� i � n, t (Xαi ) 
= 1, and
(b) for all pairs of simple rootsαi andαj such that{α ∈ Rij | t (Xα) = 1} 
= ∅, the set
{α ∈Rij | t (Xα)= q±2} contains more than two elements.

Condition (a) says thatt is regular for all rank-1 subsystems ofR generated by simple
roots. This condition guarantees that the weight is “calibratable” (i.e., appears as a weight
of some calibrated representation) for all rank-1 affine Hecke subalgebras ofH̃ . Condition
(b) is an “almost regular” condition ont with respect to rank-2 subsystems generated by
simple roots.

Remark. The conversion between the definition of calibratable weight and the combinator-
ial condition given in (a) and (b) is as follows. Consider a rank-two affine Hecke algebraH̃ .

(A) By Theorem 2.12, (a) and (d), local regions(t, J ) with t regular satisfy (a) and (b)
and always contribute calibrated representations ofH̃ .

(B) Using the notation of [27], the local regions(t, J ) with t nonregular and which satisfy
both conditions (a) and (b) are:

typeA2: none,
typeC2: (tb, {α1}) and (tb, {α1, α1 + α2}) (for each of theseP(t) contains 3 ele-

ments),
typeG2: (te, J ) with J 
= ∅ and J 
= P(te) (for each of theseP(te) contains

4 elements).

From (A) and (B) it follows that the local regions which satisfy (a) and (b) do contribute
calibrated weights. The following shows that the other local regions do not contribute
calibratable weights.

(C) By Lemma 3.1(a) local regions(t, J ) with a weightξ = wt , w ∈ F (t,J ) such that
ξ(Xαi ) = 1 do not satisfy (a) and, by inspection of the tables in [27], they never
contribute a calibrated representation.

(D) Using the notation of [27], the local regions which satisfy condition (a) but not
condition (b) are

typeA2: (tc, {α2}) and(td, {α1}),
typeB2: (td , {α2}),
typeG2: (ti, {α2}), (tf , {α1}).

(Note that to satisfy (b)Z(t) must be nonempty.) From the tables in [27] we see that none
of these local regions supports a calibrated representation.
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Remark. The paper [27] does not treat roots of unity. However, it is interesting to note
that, providedq2 
= ±1, the methods of [27] go through without change to classify all
representations of rank-two affine Hecke algebras even whenq2 is a root of unity. This
classification can be used (as in the previous remark) to show that (a) and (b) above still
characterize calibratable weights whenq2 is a root of unity such thatq2 
= ±1. The key
point is that Lemma 1.19 of [27] still holds. Ifq2=−1 then Lemma 1.19 of [27] breaks
down at the next to last line of the proof in the statement “. . . forcesφ(wt(Tj )), to have
Jordan blocks of size 1. . ..” When q2 = −1 it is possible thatφ(wt(Tj )) has a Jordan
block of size 2. Ifq2 = 1 then one can change the definition of theτ -operators and use
similar methods to produce a complete analysis of simpleH̃ -modules, but we shall not do
this here, choosing instead to exclude the caseq2= 1 for simplicity of exposition.

The following lemma provides fundamental results about the structure of irreducible
calibratedH̃ -modules. We omit the proof since it is accomplished in exactly the same way
as in [17, Lemmas 4.1 and 4.2].

Lemma 3.1. Let M be an irreducible calibrated module. Then, for allt ∈ T such that
Mt 
= 0,

(a) If t ∈ T such thatMt 
= 0 thent (Xαi ) 
= 1 for all 1 � i � n.
(b) If t ∈ T such thatMt 
= 0 thendim(Mt )= 1.
(c) If t ∈ T such thatMt and Msit are both nonzero then the mapτi :Mt → Msit is

a bijection.

This lemma together with the classification of irreducible modules for rank-two affine
Hecke algebras gives the following fundamental structural result for irreducible calibrated
H̃ -modules. The proof is essentially the same as the proof of Proposition 4.3 in [17]. We
repeat the proof here for continuity.

Theorem 3.2. If M is an irreducible calibratedH̃ -module with central charactert ∈ T
then there is a unique skew local region(t, J ) such that

dim(Mwt )=
{

1 for all w ∈F (t,J ),
0 otherwise.

Proof. By Lemma 3.1(b) all nonzero generalized weight spaces ofM have dimension 1
and by Lemma 3.1(c) allτ -operators between these weight spaces are bijections. This
already guarantees that there is a unique local region(t, J ) which satisfies the condition. It
only remains to show that this local region is skew.

Let H̃ij be the subalgebra generated byTi , Tj andC[X]. SinceM is calibrated as an
H̃ -module it is calibrated as ãHij -module and so all factors of a composition series of
M as anH̃ij -module are calibrated. Thus the weights ofM are calibratable. So(t, J ) is
a skew local region. ✷
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The following proposition shows that the weight space structure of calibrated represen-
tations, as determined in Theorem 3.2, essentially forces theH̃ -action on a weight basis.
The proof is quite similar to the proof of Proposition 4.4 in [17]. However, we include the
details since there is a technicality here; to make the conclusion in (3.4) we use the fact
that the groupX corresponds to the weight latticeL= P .

Proposition 3.3. LetM be a calibratedH̃ -module and assume that for allt ∈ T such that
Mt 
= 0,

(A1) t
(
Xα
i

) 
= 1 for all 1 � i � n, and (A2) dim(Mt)= 1.

For eachb ∈ T such thatMb 
= 0 let vb be a nonzero vector inMb. The vectors{vb} form
a basis ofM. Let (Ti)cb ∈C andb(Xλ) ∈C be given by

Tivb =
∑
c

(Ti)cbvc and Xλvb = b
(
Xλ
)
vb.

Then

(a) (Ti)bb = (q − q−1)/(1− b(X−αi )), for all vb in the basis,
(b) if (Ti)cb 
= 0 thenc= sib,
(c) (Ti)b,sib(Ti)sib,b = (q−1+ (Ti)bb)(q

−1+ (Ti)sib,sib).

Proof. The defining equation for̃H ,

XλTi − TiX
siλ = (q − q−1)Xλ −Xsiλ

1−X−αi
,

forces

∑
c

(
c
(
Xλ
)
(Ti)cb − (Ti)cbb

(
Xsiλ
))
vc =
(
q − q−1)b(Xλ)− b(Xsiλ)

1− b(X−αi )
vb.

Comparing coefficients gives

c
(
Xλ
)
(Ti)cb − (Ti)cbb

(
Xsiλ
) = 0, if b 
= c, and

b
(
Xλ
)
(Ti)bb − (Ti)bbb

(
Xsiλ
) = (q − q−1)b(Xλ)− b(Xsiλ)

1− b(X−αi ) .

These relations give:

if (Ti)cb 
= 0 then b
(
Xsiλ
)= c
(
Xλ
)

for all Xλ ∈X, and

(Ti)bb = q − q−1

1− b(X−αi )
if b(X−αi ) 
= 1 andb

(
Xλ
) 
= b
(
Xsiλ
)

for someXλ ∈X.
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By assumption (A1),b(Xαi ) 
= 1 for all i. For each fundamental weightωi , Xωi ∈X and
b(Xsiωi )= b(Xωi−αi ) 
= b(Xωi ) sinceb(Xαi ) 
= 1. Thus we conclude that

Tivb = (Ti)bbvb + (Ti)sib,bvsib with (Ti)bb = q − q−1

1− b(X−αi )
. (3.4)

This completes the proof of (a) and (b). By the definition ofH̃ , the vector

T 2
i vb =

(
(Ti)

2
bb + (Ti)b,sib(Ti)sib,b

)
vb +
(
(Ti)bb + (Ti)sib,sib

)
(Ti)sib,bvsib

must equal((
q − q−1)Ti + 1

)
vb =
((
q − q−1)(Ti)bb + 1

)
vb +
(
q − q−1)(Ti)sib,bvsib.

Using the formula for(Ti)bb and(Ti)sib,sib, we find(Ti)bb + (Ti)sib,sib = (q − q−1). So,
by comparing coefficients ofvb, we obtain the equation

(Ti)b,sib(Ti)sib,b =
(
q − (Ti)bb

)(
(Ti)bb + q−1)

= (q−1+ (Ti)bb
)(
q−1+ (Ti)sib,sib

)
. ✷

Theorem 3.5. Let (t, J ) be a skew local region and letF (t,J ) index the chambers in the
local region(t, J ). Define

H̃ (t,J ) =C-span
{
vw
∣∣w ∈F (t,J )

}
,

so that the symbolsvw are a labeled basis of the vector spacẽH(t,J ). Then the following
formulas makẽH(t,J ) into an irreducibleH̃ -module: For eachw ∈F (t,J ),

Xλvw= (wt)
(
Xλ
)
vw, for Xλ ∈X, and

Tivw= (Ti)wwvw +
(
q−1+ (Ti)ww

)
vsiw, for 1 � i � n,

where(Ti)ww = (q − q−1)/(1− (wt)(X−αi )), and we setvsiw = 0 if siw /∈F (t,J ).

Proof. Since(t, J ) is a skew local region(wt)(X−αi ) 
= 1 for allw ∈F (t,J ) and all simple
rootsαi . This implies that the coefficient(Ti)ww is well defined for alli andw ∈F (t,J ).

By construction, the nonzero weight spaces ofH̃ (t,J ) are (H̃ (t,J ))
gen
wt = (H̃ (t,J ))wt

wherew ∈ F (t,J ). Since dim(H̃ (t,J )) = 1 for u ∈ F (t,J ), any proper submoduleN of
H̃ (t,J ) must haveNwt 
= 0 andNw′t = 0 for somew 
= w′ with w,w′ ∈ F (t,J ). This is
a contradiction to Corollary 2.19. SõH(t,J ) is irreducible if it is anH̃ -module.

It remains to show that the defining relations forH̃ are satisfied. This is accomplished
as in the proof of [17, Theorem 4.5]. The only relation which is tricky to check is the braid
relation. This can be verified as in [17] or it can be checked by case by case arguments (as
in [28]). ✷
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We summarize the results of this section with the following corollary of Theorem 3.2
and the construction in Theorem 3.5.

Theorem 3.6. LetM be an irreducible calibrated̃H -module. Lett ∈ T be(a fixed choice
of) the central character ofM and letJ =R(w)∩P(t) for anyw ∈W such thatMwt 
= 0.
Then(t, J ) is a skew local region andM ∼= H̃ (t,J ) whereH̃ (t,J ) is the module defined in
Theorem3.5.

4. The structure of local regions

Recall that the Weyl group acts on

T =Hom(X,C∗)= {group homomorphismst :X→C∗} by (wt)
(
Xλ
)= t
(
Xw−1λ

)
.

Any elementt ∈ T is determined by the valuest (Xω1), t (Xω2), . . . , t (Xωn). For t ∈ T

define thepolar decomposition

t = tr tc, tr , tc ∈ T such thattr
(
Xλ
) ∈R>0 and

∣∣tc(Xλ
)∣∣= 1,

for all Xλ ∈X. There is a uniqueγ ∈R
n and a uniqueν ∈R

n/P such that

tr
(
Xλ
)= e〈γ,λ〉 and tc

(
Xλ
)= e2π i〈ν,λ〉 for all λ ∈ P . (4.1)

In this way we identify the setsTr = {t ∈ T | t = tr } andTc = {t ∈ T | t = tc} with h∗
R

and
h∗

R
/P , respectively.
For this paragraph (our goal here is (4.3) below) assume thatq is not a root of unity (we

will treat the type A, root of unity case in detail in Section 7). The representation theory of
H̃ is “the same” for anyq which is not a root of unity, i.e. providedq is not a root of unity,
the classification and construction of simplẽH -modules can be stated uniformly in terms
of the parameterq . Supposet ∈ T is such thatt = tr andγ ∈ h∗

R
is such that

t = eγ , in the sense that t
(
Xλ
)= e〈γ,λ〉 for all Xλ ∈X.

For the purposes of representation theory (as in Theorem 3.5)t indexes a central character
and so we should assume thatγ is chosen nicely in itsW -orbit. When

q = e and γ is dominant, i.e., 〈γ,α〉� 0 for all α ∈R+, (4.2)

then

Z(t)=Z(γ ), P (t)= P(γ ), and F (t,J ) =F (γ ,J ) for a subsetJ ⊆ P(t),

where

Z(γ )= {α ∈R+ ∣∣ 〈γ,α〉 = 0
}
, P (γ )= {α ∈R+ ∣∣ 〈γ,α〉 = 1

}
,
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F (γ ,J ) = {w ∈W ∣∣R(w) ∩Z(γ )= ∅, R(w) ∩ P(γ )= J
}
. (4.3)

In this case the combinatorics of local regions is a new chapter in the combinatorics
of the Shi arrangement defined in (1.16). Other aspects of the combinatorics of the Shi
arrangement can be found in [2,33–35,37–39], and there are several additional places in
the literature [35], [46, 1.11, 2.6], [15,16] which indicate that there is a deep (and not yet
completely understood) connection between the structure and representation theory of the
affine Hecke algebra and the combinatorics of the Shi arrangement.

4.4. Intervals in Bruhat order

Using the formulation in (4.3), Theorem 4.6 will give a complete description of the
structure ofF (γ ,J ) as a subset of the Weyl group whenq is not a root of unity. We will
treat the type A, root of unity cases in Section 7.

Theweak Bruhat orderis the partial order onW given by

v � w if R(v)⊆R(w), (4.5)

whereR(w) denotes the inversion set ofw ∈ W as defined in (1.5). This definition of
the weak Bruhat order is not the usual definition but is equivalent to the usual one by
[4, Proposition 2]. A set of positive rootsK is closedif α,β ∈ K, α + β ∈ R+ implies
thatα + β ∈ K. TheclosureK of a subsetK ⊆ R+ is the smallest closed subset ofR+
containingK. A set of positive rootsK ⊆ R+ is the inversion set of some permutation
w ∈W if and only if K is closed andKc =R+\K is closed (see [4, Proposition 2] or [17,
Theorem 5.1]).

The following theorem is proved in [17, Section 5]. The proof of part (b) of the theorem
relies crucially on a theorem of J. Losonczy [22].

Theorem 4.6. Let γ ∈ h∗
R

be dominant(i.e., 〈γ,α〉� 0 for all α ∈ R+) and letJ ⊆ P(γ ).
LetF (γ ,J ) be as given in(4.3).

(a) ThenF (γ ,J ) is nonempty if and only ifJ satisfies the condition

if β ∈ J , α ∈ Z(γ ) andβ − α ∈ R+ then β − α ∈ J .

(b) The sub-root systemR[γ ] = {α ∈R | 〈γ,α〉 ∈ Z}, has Weyl group

W[γ ] = 〈sα | α ∈ R[γ ]〉
and ifW [γ ] = {σ ∈W |R(σ) ∩R[γ ] = ∅} then

F (γ ,J ) =W [γ ] · [τmax, τmin],
whereτmax, τmin ∈W[γ ] are determined by

R(τmax)∩R[γ ] = J and R(τmin)∩R[γ ] = (P (γ )\J ) ∪Z(γ )c,
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the complement is taken in the set of positive roots ofR[γ ], and [τmin, τmax] denotes
the interval betweenwmin andwmax in the weak Bruhat order inW[γ ].

4.7. Conjugation

Assume thatγ is dominant (i.e.,〈γ,α〉 � 0 for all α ∈ R+) andJ ⊆ P(γ ). Let F (γ ,J )

be as given in (4.3). Theconjugateof (γ, J ) and ofw ∈F (γ ,J ) are defined by

(γ, J )′ = (−uγ,−u(P(γ ) \ J )) and F (t,J ) 1−1←→ F (t,J )′,
w ↔ w′ =wu−1,

(4.8)

whereu is the minimal length coset representative ofw0Wγ ∈W/Wγ andw0 is the longest
element ofW . In Section 6.7 we shall show that these maps are generalizations of the
classical conjugation operation on partitions.

Theorem 4.9. The conjugation maps defined in(4.8)are well defined involutions.

Proof. (a) Sinceγ is dominant,−uγ = −w0γ is dominant and thus〈−uγ,−uα〉 = 1
only if −uα > 0. Thus the equation〈−uγ,−uα〉 = 1⇔ 〈γ,α〉 = 1 gives thatP(−uγ )=
−uP(γ ).

(b) Letv ∈Wγ such thatw0= uv. (By [6, IV, Section 1 Exercise 3],v is unique.) Then
R+ ⊇−w0Z(γ )=−uvZ(γ )= uZ(γ ), and it follows that

Z(−uγ )=R+ ∩ {α ∈R ∣∣ 〈uγ,α〉 = 0
}=R+ ∩ (uZ(γ )∪−uZ(γ ))= uZ(γ ).

(c) Let R− = −R+ be the set of negative roots inR. Let v ∈Wγ such thatw0 = uv.
Thenv is the longest element ofWγ andR(v)=Z(γ ). Thus, sincew0R

− =R+,

R(u) = {α ∈R | α ∈R+, w0vα ∈R−} = {α ∈R | α ∈ R+, vα ∈ R+},
= R+\R(v)=R+\Z(γ ).

(d) The weight−uγ =−uvγ =−w0γ is dominant and−u(P (γ )\J )⊆ P(−uγ ) since
−uP(γ )= P(−uγ ). This shows that(γ, J )′ is well defined.

(e) Writew0 = uv wherev is the longest element ofWγ . Similarly, writew0 = u′v′
whereu′ is the minimal length coset representative ofw0Ww0γ andv′ is the longest element
in Ww0γ . Conjugation byw0 is an involution onW which takes simple reflections to simple
reflections andWw0γ =w0Wγw0. It follows thatv′ =w0vw0. This gives

u′u= (w0v
′)(w0v)=w0w0vw0w0v = 1,

and so the second map in (4.8) is an involution.
(f) Using (e) and (a),

−u′(P(−uγ )∖(−u(P(γ )\J ))) = −u′(−uP(γ )
∖(−u(P(γ )\J )))

= P(γ )
∖(

P(γ )\J )= J,
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and so the first map in (4.8) is an involution.
(g) Letw ∈F (γ ,J ) and letw′ =wu−1. SinceR(w) ∩Z(γ )= ∅,

u−1R
(
wu−1)∩Z(γ )

= {β ∈ R ∣∣ uβ ∈R(wu−1), β ∈Z(γ )}
= {β ∈ R ∣∣ uβ ∈R+,wu−1uβ ∈ R−, β ∈ Z(γ )}
= {β ∈ R ∣∣ β ∈ u−1R+, wβ ∈ R−, β ∈Z(γ )}
= {β ∈ R ∣∣ β ∈ u−1R+, β ∈R(w), β ∈Z(γ )} (sinceZ(γ )⊆R+)

= {β ∈ R ∣∣ β ∈ u−1R+, β ∈R(w) ∩Z(γ )}
= ∅,

and thus, by (b),

R(w′)∩Z(−uγ )=R
(
wu−1)∩ uZ(γ )= u

(
u−1R
(
wu−1)∩Z(γ ))= ∅.

SinceR(w) ∩ P(γ )= J ,

−u−1R
(
wu−1)∩P(γ )

= {β ∈ R ∣∣−uβ ∈ R(wu−1), β ∈ P(γ )
}

= {β ∈ R ∣∣−uβ ∈ R+, −wu−1uβ ∈ R−, β ∈ P(γ )
}

= {β ∈ R ∣∣ uβ ∈ R−, wβ ∈ R+, β ∈ P(γ )
}

= {β ∈ R ∣∣ β ∈R(u), β ∈ R+\R(w), β ∈ P(γ )
}

(sinceP(γ )⊆R+)

= {β ∈ R ∣∣ β ∈R+\Z(γ ), β ∈R+\R(w), β ∈ P(γ )
}

= {β ∈ R ∣∣ β ∈R+\Z(γ ), β ∈ P(γ )\J } (sinceR(w) ∩ P(γ )= J )

= P(γ )\J, sinceZ(γ ) andP(γ ) are disjoint.

Thus, by (a),

R(w′)∩ P(−uγ ) = R
(
wu−1)∩−uP(γ )=−u(−u−1R

(
wu−1)∩ P(γ )

)
= −u(P(γ )\J ),

and so the second map in (4.8) is well defined.✷
Remark 4.10. In type A, the conjugation involution coincides with the duality operation
for representations ofp-adic GL(n) defined by Zelevinsky [49]. Zelevinsky’s involution
has been studied further in [18,19,25] and extended to general Lie type by Kato [13] and
Aubert [3]. ForH̃ -modules in type A, this is the involution on modules induced by the
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Fig. 2.

Iwahori–Matsumoto involution of̃H and is detected on the level of characters: it sends
an irreducibleH̃ -moduleL to the unique irreducibleL∗ with dim((L∗)gen

t ) = dim(L
gen
t−1)

for eacht ∈ T . I would like to thank J. Brundan for clarifying this remark and making it
precise.

Examples 4.11. (a) If γ is dominant and is generic (as an element ofC) thenZ(γ ) =
P(γ )= ∅ andF (γ ,∅) =W .

(b) Letρ be defined by〈ρ,αi 〉 = 1, for all 1� i � n. Then

Z(ρ)= ∅, P (ρ)= {α1, . . . , αn}, and F (ρ,J ) = {w ∈W ∣∣D(w)= J
}
,

whereD(w) = {αi | wsi < w} is theright descent setof w ∈W . The setsF (γ ,J ) which
arise here are fundamental to the theory of descent algebras [9,31,36].

(c) This example is a generalization of (b). Suppose that(γ, J ) is a local region such
thatγ is regular and integral (i.e.,〈γ,α〉 ∈ Z>0 for all α ∈ R+). Then

Z(γ )= ∅, P (γ )⊆ {α1, . . . , αn}, and F (γ ,J ) = {w ∈W ∣∣D(w) ∩ P(γ )= J
}
.

(d) LetR be the root system of typeC2 with simple rootsα1= ε1 α2= ε2− ε1, where
{ε1, ε2} is an orthonormal basis ofh∗

R
=R2. The positive roots areR+ = {α1, α2, α1+ α2,

α1+ 2α2}. Let γ ∈R2 be given by〈γ,α1〉 = 0 and〈γ,α2〉 = 1. Thenγ is dominant (i.e.,
in C) and integral and

Z(γ )= {α1} and P(γ )= {α2, α1+ α2}.
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Fig. 3.

Figure 3 displays the local regionsF (γ ,J ) as regions inh∗
R

, see the remarks after (2.18).

The solid line is the hyperplane corresponding to the root inZ(γ ) and the dashed lines
are the hyperplanes corresponding to the roots inP(γ ).

(e) LetR be the root system of typeC2 as in (d). Letγ ∈R2 be defined by

〈γ,α1〉 = 0, 〈γ,α2〉 = 1

2
.

Then

Z(γ )= {α1}, P (γ )= {α1+ 2α2}.
If J = P(γ ) then the unique minimal elementwmin of F (γ ,J ) hasR(wmin) = {α2, α1 +
2α2} 
= J = J.

5. The connection to standard Young tableaux

In this section we shall show that the combinatorics of local regions is a generalization
of the combinatorics of standard Young tableaux. Let us first make some general
definitions, which we will show later provide generalizations of standard objects in the
Young tableaux theory. This section is a (purely combinatorial) study of the local regions
in the form which appears in (4.3), and therefore corresponds to the representation theory
of affine Hecke algebras whenq is not a root of unity.

5.1. Definitions

Let γ ∈ h∗
R

be dominant and let
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Z(γ ) = {α ∈ R+ ∣∣ 〈γ,α〉 = 0
}
, P (γ )= {α ∈R+ ∣∣ 〈γ,α〉 = 1

}
,

F (γ ,J ) = {w ∈W ∣∣ R(w) ∩Z(γ )= ∅, R(w) ∩P(γ )= J
}
,

as in (4.3).

(a) A local regionis a pair(γ, J ) such thatF (γ ,J ) is nonempty.
(b) A ribbon is a local region(γ, J ) such thatγ is regular, i.e.,〈γ,α〉 
= 0 for all α ∈ R.
(c) An elementγ ∈ C is calibratableif

(1) for all simple rootsαi , 1� i � n, 〈γ,αi〉 
= 0, and
(2) for all pairs of simple rootsαi andαj such that{α ∈ Rij | 〈γ,α〉 = 0} 
= ∅,

the set{α ∈Rij | 〈γ,α〉 = 1} contains more than two elements.
(d) A skew local regionis a local region(γ, J ) such thatwγ is calibratable for all

w ∈F (γ ,J ). All ribbons are skew.
(e) A column (respectively row) reading tableauis a minimal (respectively maximal)

element ofF (γ ,J ) in the weak Bruhat order.
(f) If α ∈R theα-axial distancefor w ∈F (γ ,J ) is the valuedα(w)= 〈wγ,α〉.

Remarks. (1) Theorem 4.6(b) shows that, up to a shift, the setF (γ ,J ) has a unique maximal
and a unique minimal element and is an interval in the weak Bruhat order. This is the
fundamental importance of the notions of the row reading and the column reading tableaux.
Theorem 6.9 in Section 6 will show how Theorem 4.6(b) is a generalization of a Young
tableaux result of Björner and Wachs [5, Theorem 7.2].

(2) The definition of skew local regions is forced by the representation theory of
the affine Hecke algebra (see Theorem 3.6, the classification of irreducible calibrated
representations). In Proposition 6.4 below we shall show that the skew local regions and
the ribbons are generalizations of the skew shapes and border strips which are used in the
theory of symmetric functions [24, I, Section 5 and I, Section 3, Exercise 11]

(3) The axial distances control the denominators which appear in the construction of
irreducible representations of the affine Hecke algebra in Theorem 3.5. In Section 6.1
we shall see how they are analogues of the axial distances used by A. Young [48] in his
constructions of the irreducible representations of the symmetric group.

To summarize, a brief dictionary between local regions combinatorics and the Young
tableaux combinatorics:

skew local regions↔ skew shapesλ/µ,

ribbons ↔ border strips,

local regions ↔ general configurations of boxes,

F (γ ,J ) ↔ the set of standard tableauxFλ/µ.

The remainder of this section and the next section explain in greater detail the conversions
indicated in this dictionary.
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5.2. The root system

Let {ε1, . . . , εn} be an orthonormal basis ofh∗
R
= Rn so that each sequenceγ =

(γ1, . . . , γn) ∈Rn is identified with the vectorγ =∑i γiεi . The root system of typeAn−1
is given by the sets

R = {±(εj − εi)
∣∣ 1 � i, j � n

}
and R+ = {εj − εi | 1 � i < j � n}.

The Weyl group isW = Sn, the symmetric group, acting by permutations of theεi .

5.3. Partitions, skew shapes, and standard tableaux

A partitionλ is a collection ofn boxes in a corner. We shall conform to the conventions
in [24] and assume that gravity goes up and to the left.

Any partitionλ can be identified with the sequenceλ = (λ1 � λ2 � · · ·) whereλi is the
number of boxes in rowi of λ. The rows and columns are numbered in the same way as for
matrices. We shall always use the worddiagonalto mean a major diagonal. In the example
aboveλ= (553311) and the diagonals ofλ (from southwest to northeast) contain 1, 1, 1,
2, 3, 3, 2, 2, 2, and 1 box, respectively.

If λ andµ are partitions such thatµi � λi for all i write µ ⊆ λ. Theskew shapeλ/µ
consists of all boxes ofλ which are not inµ. Let λ/µ be a skew shape withn boxes.
Number the boxes of each skew shapeλ/µ along diagonals from southwest to northeast
and

write boxi to indicate the box numberedi.

See Example 5.8 below. Astandard tableau of shapeλ/µ is a filling of the boxes in the
skew shapeλ/µ with the numbers 1, . . . , n such that the numbers increase from left to right
in each row and from top to bottom down each column. LetFλ/µ be the set of standard
tableaux of shapeλ/µ. Given a standard tableaup of shapeλ/µ define theword of p to
be the permutation

wp =
(

1 · · · n

p(box1) . . . p(boxn)

)
(5.4)

wherep(boxi ) is the entry in boxi of the standard tableau.
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5.5. Placed skew shapes

Letλ/µ be a skew shape withn boxes. Imagine placingλ/µ on a piece of infinite graph
paper where the diagonals of the graph paper are indexed consecutively (with elements
of Z) from southwest to northeast.

Thecontentof a boxb is

c(b)= diagonal number of boxb.

Identify the sequence

γ = (c(box1), c(box2), . . . , c(boxn)
)

with γ =
n∑

i=1

c(boxi )εi ∈R
n. (5.6)

The pair(γ,λ/µ) is aplaced skew shape. It follows from the definitions in Section 5.1 that

Z(γ ) = {εj − εi | j > i and boxj and boxi are in the same diagonal} and

P(γ ) = {εj − εi | j > i and boxj and boxi are in adjacent diagonals}.

Define

J =
εj − εi

∣∣∣∣∣
j > i

boxj and boxi are in adjacent diagonals
boxj is northwest of boxi

 , (5.7)

wherenorthwestmeans strictly north and weakly west.
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Examples 5.8. The following diagrams illustrate standard tableaux and the numbering of
boxes in a skew shapeλ/µ.

The word of the standard tableaup is the permutationwp = (11,6,8,2,7,1,13,5,14,3,
10,4,9,12) (in one-line notation).

The following picture shows the contents of the boxes in the placed skew shape(γ,λ/µ)

with γ = (−7,−6,−5,−2,0,1,1,2,2,3,3,4,5,6).

In this caseJ = {ε2− ε1, ε6− ε5, ε8− ε7, ε10− ε8, ε10− ε9, ε11− ε9, ε12− ε11}.

Theorem 5.9. Let (γ,λ/µ) be a placed skew shape and letJ be as defined in(5.7). Let
Fλ/µ be the set of standard tableaux of shapeλ/µ and letF (γ ,J ) be the set defined in
Section5.1. Then the map

Fλ/µ 1−1←→ F (γ ,J ),

p ↔ wp,

wherewp is as defined in(5.4), is a bijection.

Proof. If w= (w(1) · · ·w(n)) is a permutation inSn then

R(w)= {εj − εi
∣∣ j > i such thatw(j) < w(i)

}
.

The theorem is a consequence of the following chain of equivalences:
The filling p is a standard tableau if and only if, for all 1� i < j � n,

(a) p(boxi ) < p(boxj ) if boxi and boxj are on the same diagonal,
(b) p(boxi ) < p(boxj ) if boxj is immediately to the right of boxi , and
(c) p(boxi ) > p(boxj ) if boxj is immediately above boxi .
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These conditions hold if and only if

(a) εj − εi /∈R(wp) if εj − εi ∈Z(γ ),
(b) εj − εi /∈R(wp) if εj − εi ∈ P(γ ) \ J ,
(c) εj − εi ∈R(wp) if εj − εi ∈ J ,

which hold if and only if

(a) α /∈R(wp) if α ∈Z(γ ),
(b) α /∈R(wp) if α ∈ P(γ ) \ J , and
(c) α ∈R(wp) if α ∈ J .

Finally, these are equivalent to the conditionsR(wp) ∩ Z(γ ) = ∅ and R(wp) ∩
P(γ )= J . ✷
5.10. Placed configurations

We have described how one can identify placed skew shapes(γ,λ/µ) with certain pairs
(γ, J ). One can extend this conversion to associate placed configurations of boxes to more
general pairs(γ, J ). The resulting configurations are not always skew shapes.

Let (γ, J ) be a pair such thatγ = (γ1, . . . , γn) is a dominant integral weight and
J ⊆ P(γ ). (The sequenceγ is a dominant integral weight ifγ1 � · · · � γn andγi ∈ Z

for all i.) If J satisfies the condition

if β ∈ J , α ∈Z(γ ), andβ − α ∈R+ then β − α ∈ J
then(γ, J ) will determine a placed configuration of boxes (see Theorem 4.6). As in the
placed skew shape case, think of the boxes as being placed on graph paper where the boxes
on a given diagonal all have the same content. (The boxes on each diagonal are allowed
to slide along the diagonal as long as they do not pass through the corner of a box on an
adjacent diagonal.) The sequenceγ describes how many boxes are on each diagonal and
the setJ determines how the boxes on adjacent diagonals are placed relative to each other.
We want

γ =
n∑

i=1

c(boxi )εi

and

(a) if εj − εi ∈ J then boxj is northwest of boxi , and
(b) if εj − εi ∈ P(γ )\J then boxj is southeast of boxi ,

where the boxes are numbered along diagonals in the same way as for skew shapes,
southeastmeans weakly south and strictly east, andnorthwestmeans strictly north and
weakly west.
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If we view the pair(γ, J ) as a placed configuration of boxes then thestandard tableaux
are fillingsp of then boxes in the configuration with 1,2, . . . , n such that, for alli < j ,

(a) p(boxi ) < p(boxj ) if boxi and boxj are on the same diagonal,
(b) p(boxi ) < p(boxj ) if boxi and boxj are on adjacent diagonals and boxj is southeast

of boxi , and
(c) p(boxi ) > p(boxj ) if boxi and boxj are on adjacent diagonals and boxj is northwest

of boxi .

As in (5.6) the permutation inF (γ ,J ) which corresponds to the standard tableaup is
wp = (p(box1), . . . , p(boxn)). The following example illustrates the conversion.

Example. Supposeγ = (−1,−1,−1,0,0,0,1,1,1,2,2,2) and

J = {ε4− ε1, ε4− ε2, ε4− ε3, ε5− ε2, ε5− ε3, ε7− ε5, ε7− ε6, ε8− ε6, ε10− ε9,

ε10− ε8, ε10− ε7, ε11− ε9, ε11− ε8, ε11− ε7, ε12− ε9}.
The placed configuration of boxes corresponding to(γ, J ) is as given below.

5.11. Books of placed configurations

The general case, whenγ = (γ1, . . . , γn) is an arbitrary element ofRn andJ ⊆ P(γ ),
is handled as follows. First group the entries ofγ according to theirZ-coset inR. Each
group of entries inγ can be arranged to form a sequence

β +Cβ = β + (z1, . . . , zk)= (β + z1, . . . , β + zk),

where 0� β < 1, zi ∈ Z, andz1 � · · ·� zk.

Fix some ordering of these groups and let

!γ = (β1+Cβ1, . . . , βr +Cβr )

be the rearrangement of the sequenceγ with the groups listed in order. Since!γ andγ are
in the same orbit it is sufficient to analyze!γ (γ corresponds to the central character of the
corresponding affine Hecke algebra representations and thus any convenient element of the
orbit is appropriate, see Section 2.3).
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The decomposition of!γ into groups induces decompositions

Z( !γ )=
⋃
βi

Zβi , P ( !γ )=
⋃
βi

Pβi , and, ifJ ⊆ P( !γ ), thenJ =
⋃
βi

Jβi ,

whereJβi = J ∩ Pβi . Each pair(Cβ, Jβ) is a placed shape of the type considered in
the previous subsection and we may identify( !γ ,J ) with the book of placed shapes
((Cβ1, Jβ1), . . . , (Cβr , Jβr )). We think of this as abookwith pagesnumbered by the values
β1, . . . , βr and with the placed configuration determined by(Cβi , Jβi ) on pageβi . In this
form thestandard tableauxof shape( !γ ,J ) are fillings of then boxes in the book with the
numbers 1, . . . , n such that the filling on each page satisfies the conditions for a standard
tableau in Section 5.10.

Example. If γ = (1/2,1/2,1,1,1,3/2,−2,−2,−1/2,−1,−1,−1,−1/2,1/2,0,0,0)
then one possibility for!γ is

!γ = (−2,−2,−1,−1,−1,0,0,0,1,1,1,−1/2,−1/2,1/2,1/2,1/2,3/2).

In this caseβ1= 0, β2= 1/2,

β1+Cβ1 = (−2,−2,−1,−1,−1,0,0,0,1,1,1), and

β2+Cβ2 = (−1/2,−1/2,1/2,1/2,1/2,3/2).

If J = Jβ1 ∪ Jβ2 whereJβ2 = {ε14− ε13, ε17− ε16} and

Jβ1 = {ε3− ε2, ε4− ε2, ε5− ε2, ε6− ε3, ε6− ε4, ε6− ε5, ε9− ε7, ε9− ε8,

ε10− ε7, ε10− ε8}
then the book of shapes is

where the numbers in the boxes are the contents of the boxes. The filling
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is a standard tableau of shape( !γ ,J ). This filling corresponds to the permutation

w = (2,12,4,5,9,1,13,15,8,11,17,3,7,6,10,16,14) in F ( !γ ,J ) ⊆ S16.

6. Skew shapes, ribbons, conjugation, etc. in type A

In this section we shall explain how the definitions in Section 5.1 correspond to classical
notions in Young tableaux theory. As in the previous section letR be the root system of
TypeAn−1 as given in Section 5.2. For clarity, we shall state all of the results in this section
for placed shapes(γ, J ) such thatγ is dominant and integral, i.e.,γ = (γ1, . . . , γn) with
γ1 � · · ·� γn andγi ∈ Z. This assumption is purely for notational clarity.

6.1. Axial distance

Let (γ, J ) be a local region such thatγ is dominant and integral. Letwp ∈F (γ ,J ) and
let p be the corresponding standard tableau as defined by the map in Theorem 5.9. Then it
follows from the definitions ofγ andwp in (5.6) and (5.4) that

〈wγ,εi〉 =
〈
γ,w−1

p εi
〉= c(box

w−1
p (i)

)= c
(
p(i)
)
, (6.2)

wherep(i) is the box ofp containing the entryi.
In classical standard tableau theory theaxial distancebetween two boxes in a standard

tableau is defined as follows. Letλ be a partition and letp be a standard tableau of
shapeλ. Let 1� i, j � n and letp(i) andp(j) be the boxes which are filled withi andj ,
respectively. Let(ri , ci) and(rj , cj ) be the positions of these boxes, where the rows and
columns ofλ are numbered in the same way as for matrices. Then theaxial distancefrom
j to i in p is

dji(p)= cj − ci + ri − rj ,

(see [45]). Rewriting this in terms of the local region(γ, J ) determined by (5.7),

dji(p)= c
(
p(j)
)− c
(
p(i)
)= 〈wpγ, εj − εi〉 = dεj−εi (w),

wherewp ∈F (γ ,J ) is the permutation corresponding to the standard tableaup anddα(wp)

is theα-axial distance defined in (f) of Section 5.1. This shows that the axial distance
defined in (f) of Section 5.1 is a generalization of the classical notion of axial distance.
These numbers are crucial to the classical construction of the seminormal representations
of the symmetric group given by Young (see Remark (3) of Section 5.1).

6.3. Skew shapes

The following proposition shows that, in the case of a root system of type A, the
definition of skew local region coincides with the classical notion of a skew shape.
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Proposition 6.4. Let (γ, J ) be a local region withγ dominant and integral. Then the
configuration of boxes associated to(γ, J ) is a placed skew shape if and only if(γ, J ) is
a skew local region.

Proof. (⇐) We shall show that if the placed configuration corresponding to the pair(γ, J )

has any 2× 2 blocks of the forms

then there exists aw ∈ F (γ ,J ) such thatwγ violates one of the two conditions in (c) of
Section 5.1. This will show that if(γ, J ) is a skew local region then the corresponding
placed configuration of boxes must be a placed skew shape. In the pictures above the
shaded regions indicate the absence of a box and, for reference, we have labeled the boxes
with a, b, c.

Case (1). Create a standard tableaup such that the 2× 2 block is filled with

by filling the region of the configuration strictly north and weakly west of box c in row
reading order (sequentially left to right across the rows starting at the top), putting the
next entry in box c, and filling the remainder of the configuration in column reading order
(sequentially down the columns beginning at the leftmost available column). Letw = wp

be the permutation inF (γ ,J ) which corresponds to the standard tableaup. Letp(i) denote
the box containingi in p. Then, using the identity (6.2),

〈wγ,αi + αi+1〉 = 〈wγ,εi+1− εi−1〉 = c
(
p(i + 1)

)− c
(
p(i − 1)

)= 0,

since the boxesp(i + 1) andp(i − 1) are on the same diagonal. However,

〈wγ,αi〉 = 〈wγ,εi − εi−1〉 = c
(
p(i)
)− c
(
p(i − 1)

)= 1, and

〈wγ,αi+1〉 = 〈wγ,εi+1− εi〉 = c
(
p(i + 1)

)− c
(
p(i)
)=−1,

and so condition (c)(1) of Section 5.1 is violated.

Case (2). Create a standard tableaup such that the 2× 2 block is filled with
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by filling the region weakly north and strictly west of box c in column reading order, putting
the next entry in box c, and filling the remainder of the configuration in row reading order.
Using this standard tableaup, the remainder of the argument is the same as for Case (1).

Case (3). Create a standard tableaup such that the 2× 2 block is filled with

by filling the region strictly north and strictly west of box b in column reading order, putting
the next entry in box b, and filling the remainder of the configuration in row reading order.
Let w = wp be the permutation inF (γ ,J ) corresponding top and letp(i) denote the box
containingi in p. Then

〈wγ,αi〉 = 〈wγ,εi − εi−1〉 = c
(
p(i)
)− (p(i − 1)

)= 0,

sincet (i) andt (i − 1) are on the same diagonal. Hence, condition (c)(1) of Section 5.1 is
violated.

(⇒) Let γ ∈ Zn andλ/µ describe a placed skew shape (a skew shape placed on infinite
graph paper). Let(γ, J ) be the corresponding local region as defined in (5.7). We will
show that everywγ is calibratable for everyw ∈F (γ ,J ).

Letw ∈F (γ ,J ) and letp be the corresponding standard tableau of shapeλ/µ. Consider
a 2× 2 block of boxes ofp. If these boxes are filled with

then eitheri < j < k < � or i < k < j < �. In both cases we havei < �− 1 and it follows
that�− 1 and� are not on the same diagonal. Thus

〈wγ,α�〉 = c
(
p(�)
)− c
(
p(�− 1)

) 
= 0,

and sowγ satisfies condition (a) in the definition of calibratable.
The same argument shows that one can never get a standard tableau in which� and�−2

occur in adjacent boxes of the same diagonal and thus it follows thatwγ satisfies condition
(b) in the definition of calibratable. Thus(γ, J ) is a skew local region. ✷
6.5. Ribbon shapes

Classically, aborder strip(or ribbon) is a skew shape which contains at most one box
in each diagonal. Although the convention, [24, I, Section 1 p. 5], is to assume that border
strips are connected skew shapes we shallnot assume this.
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Recall from (b) of Section 5.1 that a placed shape(γ, J ) is a placedribbon shape ifγ
is regular, i.e.,〈γ,α〉 
= 0 for all α ∈R.

Proposition 6.6. Let (γ, J ) be a placed ribbon shape such thatγ is dominant and integral.
Then the configuration of boxes corresponding to(γ, J ) is a placed border strip.

Proof. Let (γ, J ) be a placed ribbon shape withγ dominant and regular. Sinceγ =
(γ1, . . . , γn) is regular,γi 
= γj for all i 
= j . In terms of the placed configurationγi =
c(boxi ) is the diagonal that boxi is on. Thus the configuration of boxes corresponding to
(γ, J ) contains at most one box in each diagonal.✷
Example. If γ = (−6,−5,−4,0,1,3,4,5,6,7)andJ = {ε2−ε1, ε5−ε4, ε7−ε6, ε9−ε8,

ε10− ε9} then the placed configuration of boxes corresponding to(γ, J ) is the placed
border strip

where the boxes are labeled with their contents.

6.7. Conjugation of shapes

Let (γ, J ) be a placed shape withγ dominant and integral (i.e.,γ = (γ1, . . . , γn) with
γ1 � · · · � γn andγi ∈ Z) and view(γ, J ) as a placed configuration of boxes. In terms
of placed configurations, conjugation of shapes is equivalent to transposing the placed
configuration across the diagonal of boxes of content 0. The following example illustrates
this.

Example. Supposeγ = (−1,−1,−1,0,0,1,1) and J = (ε4 − ε2, ε4 − ε3, ε6 − ε5,

ε7− ε5). Then the placed configuration of boxes corresponding to(γ, J ) is

in which the shaded box is not a box in the configuration.
The minimal length representative of the cosetw0Wγ is the permutation

u=
(

1 2 3 4 5 6 7
5 6 7 3 4 1 2

)
.
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We have−uγ =−w0γ = (−1,−1,0,0,1,1,1) and

−u(P(γ ) \ J ) = −u{ε4− ε1, ε5− ε1, ε5− ε2, ε5− ε3, ε6− ε4, ε7− ε4}
= −{ε3− ε5, ε4− ε5, ε4− ε6, ε4− ε7, ε1− ε3, ε2− ε3}
= {ε5− ε3, ε5− ε4, ε6− ε4, ε7− ε4, ε3− ε1, ε3− ε2}.

Thus the configuration of boxes corresponding to the placed shape(γ, J )′ is

6.8. Row reading and column reading tableaux

Let (γ, J ) be a placed shape such thatγ is dominant and integral and consider the placed
configuration of boxes corresponding to(γ, J ). Theminimal boxof the configuration is the
box such that

(m1) there is no box immediately above,
(m2) there is no box immediately to the left,
(m3) there is no box northwest in the same diagonal, and
(m4) it has the minimal content of the boxes satisfying (m1)–(m3).

There is at most one box in each diagonal satisfying (m1)–(m3). Thus, (m4) guarantees
that the minimal box is unique. It is clear that the minimal box of the configuration always
exists.

The column readingtableaux of shape(γ, J ) is the filling pmin which is created
inductively by

(a) filling the minimal box of the configuration with 1, and
(b) if 1,2, . . . , i have been filled in then fill the minimal box of the configuration formed

by the unfilled boxes withi + 1.

The row reading tableauof shape(γ, J ) is the standard tableaupmax whose conjugate
p′max is the column reading tableaux for the shape(γ, J )′ (the conjugate shape to(γ, J )).

Recall the definitions of the weak Bruhat order and closed subsets of roots given after
Eq. (4.5).

Theorem 6.9. Let (γ, J ) be a placed shape such thatγ is dominant and integral(i.e.,
γ = (γ1, . . . , γn) with γ1 � · · ·� γn andγi ∈ Z). Letpmin andpmax be the column reading
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and row reading tableaux of shape(γ, J ), respectively, and letwmin and wmax be the
corresponding permutations inF (γ ,J ). Then

R(wmin)= J , R(wmax)=
(
P(γ ) \ J )∪Z(γ )c, and F (γ ,J ) = [wmin,wmax],

whereKc denotes the complement ofK in R+ and [wmin,wmax] denotes the interval
betweenwmin and wmax in the weak Bruhat order.

Proof. (a) Consider the configuration of boxes corresponding to(γ, J ). If k > i then either
c(boxk) > c(boxi ), or boxk is in the same diagonal and southeast of boxi . Thus when we
createpmin we have that

if k > i then boxk gets filled before boxi⇔ boxk is northwestof boxi ,

where thenorthwestis in a very strong sense: There is a sequence of boxes

boxi = boxi0, boxi1, . . . , boxir = boxk

such that boxim is either directly above boxim−1 or in the same diagonal and directly
northwest of boxim−1. In other words,

if k > i then pmin(boxk) < pmin(boxi )⇔ boxk is northwestof boxi .

So, from the formula forwp in (5.4) we get

if k > i then wmin(k) < wmin(i)⇔ εk − εi ∈ J ,

wherewmin is the permutation inF (γ ,J ) which corresponds to the fillingtmin andJ is the
closure ofJ in R. It follows that

R(wmin)= J .

(b) There are at least two ways to prove thatR(wmax) = (P (γ ) \ J )∪Z(γ )c . One
can mimic the proof of part (a) by defining the maximal box of a configuration and a
corresponding filling. Alternatively one can use the definition of conjugation and the fact
thatR(w0w)=R(w)c . The permutationwmin is the unique minimal element ofF (γ ,J ) and
the conjugate ofwmax is the unique minimal element ofF (γ ,J )′ . We shall leave the details
to the reader.

(c) An elementw ∈W is an element ofF (γ ,J ) if and only if R(w) ∩ P(γ ) = J and
R(w) ∩Z(γ )= ∅. ThusF (γ ,J ) consists of those permutationsw ∈W such that

J ⊆R(w)⊆ (P(γ ) \ J )∪Z(γ )c.
Since the weak Bruhat order is the ordering determined by inclusions ofR(w), it follows
thatF (γ ,J ) is the interval betweenwmin andwmax. ✷
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Example. Supposeγ = (−1,−1,−1,0,0,1,1) and J = {ε4 − ε2, ε4 − ε3, ε6 − ε5,

ε7− ε5}. The minimal and maximal elements inF (γ ,J ) are the permutations

wmin=
(

1 2 3 4 5 6 7
1 3 4 2 7 5 6

)
and wmax=

(
1 2 3 4 5 6 7
1 5 6 2 7 3 4

)
.

The permutations correspond to the standard tableaux

7. The type A, root of unity case

This section describes the setsF (t,J ) in the case of the root system of Section 5.2 when
q2= e2π i/�, a primitive�th root of unity,� > 2.

Let t ∈ T . Identify t with a sequence

t = (t1, . . . , tn) ∈C
n, wheret (Xεi )= ti .

For the purposes of representation theory (see Theorem 3.6)t indexes a central character
(see Section 2.3) and sot can safely be replaced by any element of itsW -orbit. In this case
W is the symmetric group,Sn, acting by permuting the sequencet = (t1, . . . , tn).

The cyclic group〈q2〉 of order� generated byq2 acts onC∗. Fix a choice of a set{ξ}
of coset representatives of the〈q2〉 cosets inC∗. Replacet with the sequence obtained by
rearranging its entries to group entries in the same〈q2〉-orbit, so that

t = (ξ1t
(1), . . . , ξkt

(k)
)
,

whereξ1, . . . , ξk are distinct representatives of the cosets inC∗/〈q2〉 and eacht(j) is a
sequence of the form

t(j) = (q2γ1, . . . , q2γr
)
, with γ1, . . . , γr ∈ {0,1, . . . , �− 1} andγ1 � · · ·� γr .

As in Section 5.11 this decomposition oft into groups induces decompositions

Z(t)=
k⋃

j=1

Zξj (t) and P(t)=
k⋃

j=1

Pξj (t),

and it is sufficient to analyze the case whent consists of only one group, i.e., all the entries
of t are in the same〈q2〉 coset.

Now assume that

t = (q2γ1, . . . , q2γn
)
, with γ1 � · · ·� γn, γi ∈ {0, . . . , �− 1}.
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Consider a page of graph paper with diagonals labeled by. . . ,0,1, . . . , � − 1,0,1, . . . ,
�−1,0,1, . . . from southwest to northeast. For each local region(t, J ), J ⊆ P(t), we will
construct an�-periodic configuration of boxes for which the�-periodic standard tableaux
defined below will be in bijection with the elements ofF (t,J ). For each 1� i � n, the
configuration will have a box numberedi, boxi , on each diagonal which is labeledγi .
There are an infinite number of such diagonals containing a box numberedi, since the
diagonals are labeled in an�-periodic fashion, but each strip of consecutive diagonals
labeled 0,1, . . . , �− 1 will containn boxes. Thecontentof a boxb (see [24, I, Section 1,
Exercise 3]) is

c(b)= (the diagonal number of the boxb).

Then

Z(t) = {εj − εi | i < j, γi = γj }
= {εj − εi | i < j, boxi and boxj are in the same diagonal}

and

P(t) =
{
εj − εi

∣∣∣∣∣ i < j andγj = γi + 1, or
i < j , γj = �− 1, andγi = 0

}
= {εj − εi | i < j and boxi and boxj are in adjacent diagonals}.

We will useJ ⊆ P(t) to organize the relative positions of the boxes in adjacent diagonals:

• if εj − εi ∈ J and if c(boxj ) 
= �− 1 orc(boxi ) 
= 0, place boxj northwest of boxi ;
• if εj − εi /∈ J and if c(boxj ) 
= �− 1 orc(boxi ) 
= 0, place boxj southeast of boxi ;
• if εj − εi ∈ J andc(boxj )= �− 1 andc(boxi )= 0, place boxj southeast of boxi ;
• if εj − εi /∈ J andc(boxj )= �− 1 andc(boxi )= 0, place boxj northwest of boxi .

Thus, t determines the number of boxes in each diagonal andJ determines the relative
positions of the boxes in adjacent diagonals. This information completely determines the
�-periodic configuration of boxes associated to the pair(t, J ).

A �-periodic standard tableauis an�-periodic filling p of the boxes with 1,2, . . . , n
such that

(a) if i < j and boxi and boxj are in the same diagonal thenp(i) < p(j),
(b) if i < j and boxi and boxj are in adjacent diagonals with boxj southwest of boxi then

p(i) < p(j),
(c) if i < j and boxi and boxj are in adjacent diagonals with boxj northeast of boxi then

p(i) > p(j),

wherep(i) denotes the entry in boxi . An �-periodic standard tableaup corresponds to a
permutation inSn via the correspondence
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{standard tableaux} ↔ F (t,J ),

p �→
(

1 2 · · · n

p(1) p(2) · · · p(n)

)
.

Example. Suppose thatq2= e2π i/4 and

t = (q0, q0, q0, q0, q2, q2, q2, q4, q4, q6, q6, q6, q6, q6).
Then

Z(t) = {ε2− ε1, ε3− ε1, ε4− ε1, ε3− ε2, ε4− ε2, ε4− ε3, ε6− ε5, ε7− ε5, . . .} and

P(t) = {ε5− ε1, ε5− ε2, ε5− ε3, ε5− ε4, ε6− ε1, . . . , ε14− ε9, ε10− ε1,

ε10− ε2, . . . , ε14− ε4}.

If

J = {ε5− ε2, ε5− ε3, ε5− ε4, ε6− ε3, ε6− ε4, ε8− ε5, ε8− ε6, ε8− ε7, ε9− ε7,

ε10− ε9, ε11− ε9, ε12− ε9, ε12− ε2, ε12− ε3, ε12− ε4, ε13− ε2, ε13− ε3,

ε13− ε4, ε14− ε3, ε14− ε4}

then the corresponding�-periodic configuration of boxes and a sample�-periodic standard
tableau are
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8. Standard tableaux for type C in terms of boxes

8.1. The root system

Let {ε1, . . . , εn} be an orthonormal basis ofh∗
R
=Rn and view elementsγ =∑i γiεi of

Rn as sequences

γ = (γ−n, . . . , γ−1;γ1, . . . , γn), such thatγ−i =−γi. (8.2)

The root system of typeCn is given by the sets

R = {±2εi,±(εj ± εi)
∣∣ 1 � i, j � n

}
and

R+ = {2εi, εj ± εi | 1 � i < j � n}. (8.3)

The simple roots are given byα1 = 2ε1, αi = εi − εi−1, 2 � i � n. The Weyl group
W =WCn is thehyperoctahedral groupof permutations of−n, . . . ,−1,1, . . . , n such that
w(−i)= −w(i). This groups acts on theεi by the rulewεi = εw(i), with the convention
thatε−i =−εi .

For this type C case there is a nice trick. View the root system as

R = {±(εj ± εi)
∣∣ i < j, i, j ∈ {±1, . . . ,±n}} and

R+ = {εj − εi
∣∣ i < j, i, j ∈ {±1, . . . ,±n}}, (8.4)

with the convention thatε−i =−εi . In this notationεi−ε−i = 2εi andε−i−ε−j = εj −εi .
This way the type C root system “looks like” a type A root system and many computations
can be done in the same way as in type A.

8.5. Rearrangingγ

We analyze the structure of the setsF (γ ,J ) as considered in (4.3). This corresponds
to when theq in the affine Hecke algebra is not a root of unity. The analysis in this
case is analogous to the method that was used in Section 5.11 to create books of placed
configurations in the type A case.

Let γ ∈ Rn. Apply an element of the Weyl group toγ to “arrange” the entries ofγ so
that, for eachi ∈ {1, . . . , n},

γi ∈
[
z+ 1

2
, z

]
, for somez ∈ Z.

Then

γ−i =−γi ∈
[
z′, z′ + 1

2

]
, for somez′ ∈ Z.
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As in the type A case, the setsZ(γ ) andP(γ ) can be partitioned according to theZ
cosets of the elements ofγ and it is sufficient to consider eachZ-coset separately and then
assemble the results in “books of pages.” There are three cases to consider:

Case β. TheZ-cosetβ +Z, β ∈ (1/2,1). Then

γ = (−β − zn � · · ·�−β − z2 �−β − z1; β + z1 � β + z2 � · · ·� β + zn), zi ∈ Z,

Case 1/2. TheZ-coset 1/2+Z. Then

γ = (−1/2− zn � · · ·�−1/2− z2 �−1/2− z1;
1/2+ z1 � 1/2+ z2 � · · ·� 1/2+ zn), zi ∈ Z�0,

Case 0. TheZ-cosetZ. Then

γ = (−zn � · · ·�−z2 �−z1; z1 � z2 � · · ·� zn), zi ∈ Z�0.

It is notationally convenient to letz−i =−zi .
8.6. Boxes and standard tableaux

Let us assume that the entries ofγ all lie in a singleZ-coset and describe the resulting
standard tableaux. The general case is obtained by creating books of pages of standard
tableaux where the pages correspond to the differentZ-cosets of entries inγ .

The placed configuration of boxes is determined as follows.

8.7. Caseβ , β ∈ (1/2,1)
Assume thatγ ∈ h∗

R
is of the form

γ = (−β − zn � · · ·�−β − z2 �−β − z1; β + z1 � β + z2 � · · ·� β + zn), zi ∈ Z.

Place boxes on two pages of infinite graph paper. These pages are numberedβ and−β
and each page has the diagonals numbered consecutively with the elements ofZ, from
bottom left to top right. View these two pages, pageβ and page−β , as “linked.” For each
1 � i � n place boxi on diagonalzi of pageβ and box−i on diagonal−zi of page−β . The
boxes on each diagonal are arranged in increasing order from top left to bottom right. The
placement of boxes on page−β is a 180◦ rotation of the placement of the boxes on pageβ .

Using the notation for the root system of typeCn in (8.4)

P(γ ) = {εj − εi | j > i and boxi and boxj are in adjacent diagonals} and

Z(γ ) = {εj − εi | j > i and boxi and boxj are in the same diagonal}.
Note thatε−i−ε−j ∈ Z(γ ) if and only if εj−εi ∈ Zβ(γ ), and similarlyε−i−ε−j ∈ Pβ(γ )

if and only if εj − εi ∈ Pβ(γ ). If J ⊆ P(γ ) arrange the boxes on adjacent diagonals
according to the rules
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(1) if εj − εi ∈ J place boxj northwest of boxi , and
(2) if εj − εi ∈ P(γ )\J place boxj southeast of boxi .

A standard tableauis a negative rotationally symmetric fillingp of the 2n boxes with
−n, . . . ,−1,1, . . . , n such that

(a) p(boxi ) < p(boxj ) if j > i and boxj and boxi are in the same diagonal,
(b) p(boxi ) > p(boxj ) if j > i, boxi and boxj are in adjacent diagonals and boxj is

northwest of boxi ,
(c) p(boxi ) < p(boxj ) if j > i, boxi and boxj are in adjacent diagonals and boxj is

southeast of boxi .

The negative rotational symmetry means that the filling of the boxes on page−β is the
same as the filling on pageβ except rotated by 180◦ and with all entries in the boxes
multiplied by−1.

Example. Supposeβ ∈ (1/2,1), and

γ = (−β;β)
+ (−2,−2,−2,−1,−1,−1,0,0,0,1,1,1;−1,−1,−1,0,0,0,1,1,1,2,2,2)

= (−β − 2,−β − 2,−β − 2,−β − 1,−β − 1,−β − 1,−β,−β,−β,−β+ 1,

−β + 1,−β + 1;
β − 1, β − 1, β − 1, β,β,β,β+ 1, β + 1, β + 1, β + 2, β + 2, β + 2)

and

J = {ε4− ε1, ε−1− ε−4, ε4− ε2, ε−2− ε−1, ε4− ε3, ε−3− ε−4, ε5− ε2, ε−2− ε−5,

ε5− ε3, ε−3− ε−5, ε7− ε5, ε−5− ε−7, ε7− ε6, ε−6− ε−7, ε8− ε6, ε−6− ε−8,

ε10− ε9, ε−9− ε−10, ε10− ε8, ε−8− ε−10, ε10− ε7, ε−7− ε−10, ε11− ε9,

ε−9− ε−11, ε11− ε8, ε−8− ε−11, ε11− ε7, ε−7− ε−11, ε12− ε9, ε−9− ε−12}.

The placed configuration of boxes corresponding to(γ, J ) is
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and a sample negative rotationally symmetric standard tableau is

8.8. Case1/2

Assume thatγ ∈ h∗
R

is of the form

γ = (−1/2− zn � · · ·�−1/2− z2 �−1/2− z1;
1/2+ z1 � 1/2+ z2 � · · ·� 1/2+ zn), zi ∈ Z�0.

Place boxes on a page of infinite graph paper which has its diagonals numbered
consecutively with the elements of 1/2+ Z, from bottom left to top right. This page has
page number 1/2. For eachi ∈ {±1, . . . ,±n} place boxi on diagonal 1/2+ zi and box−i
on diagonal−1/2− zi . The boxes on each diagonal are arranged in increasing order from
top left to bottom right and the placement of boxes is negative rotationally symmetric in
the sense that a 180◦ rotation takes boxi to box−i .

Using the root system notation in (8.4),

P(γ ) = {εj − εi | j > i and boxi and boxj are in adjacent diagonals} and

Z(γ ) = {εj − εi | j > i and boxi and boxj are in the same diagonal}.

Note that it is the formulation of the root system of typeCn in (8.4) which makes the
description ofP(γ ) andZ(γ ) nice in this case. IfJ ⊆ P(γ ) arrange the boxes on adjacent
diagonals according to the rules

(1) if εj − εi ∈ J place boxj northwest of boxi , and
(2) if εj − εi ∈ P(γ )\J place boxj southeast of boxi .

A standard tableauis a negative rotationally symmetric fillingp of the 2n boxes with
−n, . . . ,−1,1, . . . , n such that

(a) p(boxi ) < p(boxj ) if j > i and boxj and boxi are in the same diagonal,
(b) p(boxi ) > p(boxj ) if j > i, boxi and boxj are in adjacent diagonals, and boxj is

northwest of boxi ,
(c) p(boxi ) < p(boxj ) if j > i, boxi and boxj are in adjacent diagonals, and boxj is

southeast of boxi .



412 A. Ram / Journal of Algebra 260 (2003) 367–415

The negative rotational symmetry means that the filling of the boxes is the same if each
entry is multiplied by−1 and the configuration is rotated by 180◦.

Example. Suppose

γ = (−7
2,−5

2,−5
2,−3

2,−3
2,−3

2,−3
2,−1

2,−1
2,−1

2,−1
2; 1

2,
1
2,

1
2,

1
2,

3
2,

3
2,

3
2,

3
2,

5
2,

5
2,

7
2

)
and

J = {ε11− ε10, ε−10− ε−11, ε10− ε8, ε−8− ε−10, ε9− ε7, ε−7− ε−9, ε9− ε8,

ε−8− ε−9, ε7− ε3, ε−3− ε−7, ε7− ε4, ε−4− ε−7, ε6− ε2, ε−2− ε−6, ε6− ε3,

ε−3− ε−6, ε6− ε4, ε−4− ε−6, ε5− ε4, ε−4− ε−5, ε5− ε3, ε−3− ε−5, ε5− ε2,

ε−2− ε−5, ε2− ε−1, ε3− ε−1, ε4− ε−1, ε1− ε−1}
= {ε11− ε10, ε10− ε8, ε9− ε7, ε9− ε8, ε7− ε3, ε7− ε4, ε6− ε2, ε6− ε3, ε6− ε4,

ε5− ε4, ε5− ε3, ε5− ε2, ε2+ ε1, ε3+ ε1, ε4+ ε1,2ε1}.

The placed configuration of boxes corresponding to(γ, J ) is as given below:

8.9. Case0

Assume thatγ ∈ h∗
R

is of the form

γ = (−zn � · · ·�−z2 �−z1; z1 � z2 � · · ·� zn), zi ∈ Z�0.

Place boxes on a page of infinite graph paper which has its diagonals numbered
consecutively with the elements ofZ, from bottom left to top right. This page has page
number 0. For eachi ∈ {±1, . . . ,±n} place boxi on diagonalzi and box−i on diagonal
−zi . The boxes on each diagonal are arranged in increasing order from top left to bottom
right and the placement of boxes is negative rotationally symmetric in the sense that a 180◦
rotation takes boxi to box−i .

Using the root system notation in (8.4),
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P(γ ) = {εj − εi | j > i and boxi and boxj are in adjacent diagonals} and

Z(γ ) = {εj − εi | j > i and boxi and boxj are in the same diagonal}.

If J ⊆ P(γ ) arrange the boxes on adjacent diagonals according to the rules

(1) if εj − εi ∈ J place boxj northwest of boxi , and
(2) if εj − εi ∈ P(γ )\J place boxj southeast of boxi .

A standard tableauis a negative rotationally symmetric fillingp of the 2n boxes with
−n, . . . ,−1,1, . . . , n such that

(a) p(boxi ) < p(boxj ) if j > i and boxj and boxi are in the same diagonal,
(b) p(boxi ) > p(boxj ) if j > i, boxi and boxj are in adjacent diagonals, and boxj is

northwest of boxi ,
(c) p(boxi ) < p(boxj ) if j > i, boxi and boxj are in adjacent diagonals, and boxj is

southeast of boxi .

The negative rotational symmetry means that the filling of the boxes is the same if each
entry is multiplied by−1 and the configuration is rotated by 180◦.

Example. Supposeγ = (−2,−1,−1,−1,0,0,0;0,0,0,1,1,1,2) and

J = {ε4− ε1, ε−1− ε−4, ε4− ε2, ε−2− ε−4, ε4− ε3, ε−3− ε−2, ε5− ε1, ε−1− ε−5,

ε5− ε2, ε−2− ε−5, ε5− ε3, ε−3− ε−5, ε6− ε1, ε−1− ε−6, ε6− ε2, ε−2− ε−6,

ε6− ε3, ε−3− ε−6, ε7− ε6, ε−6− ε−7, ε6− ε−1, ε1− ε−6, ε5− ε−1, ε1− ε−5,

ε4− ε−1, ε1− ε−4, ε5− ε−2, ε2− ε−5, ε4− ε−2, ε2− ε−4}
= {ε4− ε1, ε4− ε2, ε4− ε3, ε5− ε1, ε5− ε2, ε5− ε3, ε6− ε1, ε6− ε2, ε6− ε3,

ε7− ε6, ε6+ ε1, ε5+ ε1, ε5+ ε2, ε4+ ε1, ε4+ ε2}.

The placed configuration of boxes corresponding to(γ, J ) is as given below:

contents of boxes number of boxes a standard tableau
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8.10. A posteriori the analysis of the three casesβ , 1/2, and 0, it becomes evident
that the trick of using the formulation of the root system of typeCn in (8.4) provides
a completely uniform description of the configurations of boxes and standard tableaux
corresponding to typeCn local regions. All three cases give negative rotationally invariant
tableaux. We could not ask for nature to work out more perfectly.
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